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• Produce intermediate results that 
(hopefully) make linguistic sense
‣ cognate sets, sound correspondences, meaning shifts
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D: Multiple alignments
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A: Pairwise alignments E: Refining using correspondencesC: Filtering using meaning

Figure 1
Overview of the steps in the pipeline.

Although the application of computational methods is by no means pervasive in
historical linguistics, their usefulness has been amply demonstrated. The next step to
be taken is to combine the various approaches into pipelines that can assist historical
linguistics in the search for a better understanding of language (pre-)history. The com-
putational pipeline described in this paper was explicitly designed to implement the
workflow of the comparative method, much in the spirit of (Lowe andMazaudon 1994),
using suitably modified and adapted algorithms from the toolkit of bioinformatics.
The different steps of the pipeline will be first described in Section 2 without delving
into practical details, but rather focussing on general principles. The details of the
implementation are presented in Section 3. Two case studies are presented, one on the
Tsezic languages from the Caucasus in Section 4, and one on the Mataco-Guaicuruan
languages from South America in Section 5, using data from the Intercontinental Dic-
tionary Series (Key and Comrie 2007). We have chosen these two illustrative test cases
because they are of a rather different kind: one example (Tsezic) should be relatively
straightforward, and the other case (Mataco-Guiacuruan) should be difficult, or even
impossible because the groupsmight not even be related. For each example there should
be lexical data available in larger amounts (at least about 1000 words per language) for
more than five languages (so we could test multi-way alignments). Finally, the data
should have a comparable orthography for all languages in each group. Given these
restrictions, it is actually not easy to find suitable test cases given the current stage of
digitization of lexical data.

At the current state of the art in historical linguistics, no uncontroversial gold
standards exist to test our approach against. However, intermediate results, when they
are presented in a linguistically sensible way, can be evaluated manually by linguistic
experts. Our pipeline is designed in such a way that intermediate results are available
as the output of one module (see our Supplemental Material), to be processed further
with the next module. Except for allowing evaluation, this also presents the possibility
for prior knowledge to be incorporated into the workflow.

2. Organization of the pipeline

2.1 Input

Our algorithmic pipeline is subdivided into various separate steps, as detailed in
Figure 1. In this section we outline the organization of the pipeline. Details on the
implementation of the individual components can be found in the subsequent Methods
section 3.

The required input data for our pipeline are word lists alike to the well-known
Swadesh-lists (Swadesh 1950). Basically, such lists consist of a set of meanings, and for
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• For all words (across all meanings)
compute pairwise similarities
‣ basically Levenshtein distance 

counting the number of changes 
necessary to get from one word to the next
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• Cluster similar words into groups
‣ These groups are purely 

based on similarity in form
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• Quantify similarities in meaning
‣ Basically, we use the finding that 

on average over many languages 
similar forms indicate similar meanings

• Split clusters until the meanings are 
sufficiently similar

• Results in hypotheses of cognate sets
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• Align sounds within cognate sets
‣ This is technically a difficult problem (NP complete)
‣ Fortunately, words are relatively short, so the problem 

is solvable

Steiner, Stadler, Cysouw Computational Historical Linguistics

D: Multiple alignments

F: Pattern learning G: Phylogeny Inference

B: Clustering by alignmnent score

A: Pairwise alignments E: Refining using correspondencesC: Filtering using meaning

Figure 1
Overview of the steps in the pipeline.

Although the application of computational methods is by no means pervasive in
historical linguistics, their usefulness has been amply demonstrated. The next step to
be taken is to combine the various approaches into pipelines that can assist historical
linguistics in the search for a better understanding of language (pre-)history. The com-
putational pipeline described in this paper was explicitly designed to implement the
workflow of the comparative method, much in the spirit of (Lowe andMazaudon 1994),
using suitably modified and adapted algorithms from the toolkit of bioinformatics.
The different steps of the pipeline will be first described in Section 2 without delving
into practical details, but rather focussing on general principles. The details of the
implementation are presented in Section 3. Two case studies are presented, one on the
Tsezic languages from the Caucasus in Section 4, and one on the Mataco-Guaicuruan
languages from South America in Section 5, using data from the Intercontinental Dic-
tionary Series (Key and Comrie 2007). We have chosen these two illustrative test cases
because they are of a rather different kind: one example (Tsezic) should be relatively
straightforward, and the other case (Mataco-Guiacuruan) should be difficult, or even
impossible because the groupsmight not even be related. For each example there should
be lexical data available in larger amounts (at least about 1000 words per language) for
more than five languages (so we could test multi-way alignments). Finally, the data
should have a comparable orthography for all languages in each group. Given these
restrictions, it is actually not easy to find suitable test cases given the current stage of
digitization of lexical data.

At the current state of the art in historical linguistics, no uncontroversial gold
standards exist to test our approach against. However, intermediate results, when they
are presented in a linguistically sensible way, can be evaluated manually by linguistic
experts. Our pipeline is designed in such a way that intermediate results are available
as the output of one module (see our Supplemental Material), to be processed further
with the next module. Except for allowing evaluation, this also presents the possibility
for prior knowledge to be incorporated into the workflow.

2. Organization of the pipeline

2.1 Input

Our algorithmic pipeline is subdivided into various separate steps, as detailed in
Figure 1. In this section we outline the organization of the pipeline. Details on the
implementation of the individual components can be found in the subsequent Methods
section 3.

The required input data for our pipeline are word lists alike to the well-known
Swadesh-lists (Swadesh 1950). Basically, such lists consist of a set of meanings, and for

3

Steiner, Stadler, Cysouw Computational Historical Linguistics

A

Language IDS meaning alignment
Mocoví 18.210/22.220 speak/preach r a k a a t a a n
Toba 18.210 speak d a – a k t a a n
Pilagá 22.220 preach d – – a k t a a n

B

Language IDS meaning alignment
Mocoví 17.140 think i p e e t e t a a
Toba 17.140 think i p – – – e t a a
Mocoví 17.440/17.171 guess/suspect i p – e – e t a a
Toba 17.440/17.171 guess/suspect i p – – – e t a a

C

Language IDS meaning alignment
Pilagá 9.120 work d – – – o n a t a a n
Toba 9.120 work d o – – o n a t a a n
Mocoví 9.120 work r o w e e n a t a a n
Toba 17.130 think d o – w e n n a t a a n
Mocoví 17.130 think r a d e e n a t a a n
Mocoví 17.110/17.190 mind/idea l a d e e n a t a a n a a k
Toba 17.190 idea l – – w e n n a t a a – – – – –

Figure 6
Some problems encountered with the alignments of Guaicuruan words.
A This alignment exhibits a metathesis /ka/ versus /ak/ separating Mocoví from its sister
group, which is linked to the loss of the 2nd /a/. An additional loss of vowel and /a/ is
observed in Pilagá. Note that all changes are concentrated in the first part of the word.
B This alignment is close to the detection limit due to the large number of losses.
C Three alignments with an identical part (shown in read), while the obvious similarities in the
first parts are more difficult to interpret algorithmically.

Language IDS meaning alignment
Pilagá 15.810/15.820 heavy/light d e s a l i
Toba 15.810 heavy d e s a ly i
Mocoví 15.810/15.820 heavy/light r e s a ly i
Pilagá 9.440 build n o o – s e g e m
Toba 9.440 build n o o o š i g e m
Mocoví 9.440 build n o o n š i g i m

Figure 7
Examples of recurrent correspondences in Guaicuruan.

Language phylogenies were computed using all methods that were also used in
the combined analysis. With the exception of 3-gram covariance, all methods agreed
on the same tree, shown in Figure 8A. This topology also agrees with the results of the
joint analysis outline above in Figure 5, which places the root of the Guaicuruan subtree
between Mocoví and sister group consisting of Pilagá and Toba. This position of the
Guaicuruan root is specifically supported when using Dollo parsimony on the cognate
distribution. This method is implicitly directed and places the root at the position

23



• Columns in alignment are correspondences
‣ Recurrent correspondences are considered ‘better’
‣ Words that are only in a cognate set with incidentally 

occurring correspondences are removed
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• Learn recurrent patterns of change
‣ Use these to for a better starting notion of when are 

words similar to each other in form

• Start over with the analysis
‣ After two cycles there was no significant change 

anymore
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more than five languages (so we could test multi-way alignments). Finally, the data
should have a comparable orthography for all languages in each group. Given these
restrictions, it is actually not easy to find suitable test cases given the current stage of
digitization of lexical data.

At the current state of the art in historical linguistics, no uncontroversial gold
standards exist to test our approach against. However, intermediate results, when they
are presented in a linguistically sensible way, can be evaluated manually by linguistic
experts. Our pipeline is designed in such a way that intermediate results are available
as the output of one module (see our Supplemental Material), to be processed further
with the next module. Except for allowing evaluation, this also presents the possibility
for prior knowledge to be incorporated into the workflow.

2. Organization of the pipeline

2.1 Input

Our algorithmic pipeline is subdivided into various separate steps, as detailed in
Figure 1. In this section we outline the organization of the pipeline. Details on the
implementation of the individual components can be found in the subsequent Methods
section 3.

The required input data for our pipeline are word lists alike to the well-known
Swadesh-lists (Swadesh 1950). Basically, such lists consist of a set of meanings, and for
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Figure 1
Overview of the steps in the pipeline.
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Language IDS meaning alignment
Nivaclé 5.124 unripe n i y i y a
Pilagá 5.125 rotten n i č i y a
Wichí 10.240 drip n i t o n
Wichí 4.591 dribble n i t u n
Pilagá 5.130 drink n i y o m
Wichí 5.370/3.655 spoon/shell l a n e k
Toba 5.370 spoon l e m e k
Pilagá 5.370 spoon l e m e k
Nivaclé 15.830 wet w a a i
Pilagá 1.329/1.320 ocean/sea w a a i
Wichí 7.330/10.710 chimney/road n o y i h
Mocoví 10.710 road n a i k
Nivaclé 14.332 for a long time k a x u
Mocoví 14.332 for a long time k a w a
Wichí 1.520/14.530 sun/clock hw a l a
Toba 1.520 sun n a l a
Wichí 9.220 cut y i s e t
Pilagá 9.110 do/make y i e t
Wichí 9.210/4.760 hit/kill i l o n
Toba 18.420 call by name i l o n
Wichí 17.172 imitate i t e n
Mocoví 16.510 dare i t e n
Wichí 4.858 scar l a h i
Pilagá 4.374 footprint l i i i
Maca 3.585 hawk m i y o
Toba 3.950 frog m i y o
Nivaclé 19.590 prevent f a m a t a n
Mocoví 16.670 tell lies n a m a h a n
Chorote 5.123 ripe y o w e
Toba 5.123 ripe y a m o k

Figure 4
Promising candidates for cognate alignments between Mataco and Guaicuruan (italicized)
languages.

for the Mataco-Guaicuruan dataset, as shown in Figure 5. Both topologies clearly dis-
tinguish the Mataco and Guaicuruan subfamilies, but they disagree on the placement of
Nivaclé within the Mataco subfamily. Nivaclé appears either as sister of Maca, or as the
most basal branch of the Mataco group. In contrast, the sister-relationship of Pilagá and
Toba, as well as the basal position of Mocoví within the Guaicuruan subfamily appear
to be stable across methods.

The fact that different inference methods produce different trees implies that the
data contains inconsistencies. These inconsistent data points are alignments covering
Guaicuruan languages as well as Mataco languages but support different incompatible
tree topologies. These inconsistencies suggest that Guaicuruan and Mataco are unre-
lated. We therefore re-evaluated the word lists separately for both groups.
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Pilagá

Toba

Pilagá

Mocov́ı

Toba

Figure 8
Phylogenetic trees inferred for the
Guaicuruan language family. Tree A is
inferred from all methods with the
exception of 3-gram covariance. The
alternative tree B is supported by the
3-gram method only.

Language IDS meaning alignment
Nivaclé 8.680 tobacco f i n k
Maca 8.680 tobacco f i n a k
Nivaclé 6.310 to spin f t i
Maca 6.310 to spin a f t i
Nivaclé 8.690 to smoke w a n k a n
Maca 8.690 to smoke w a n k. a a n
Maca 10.613 carry-on-shoulder t i o
Wichí 10.613 carry-on-shoulder t i o h
Maca 9.220 cut i s a i
Wichí 9.222 chop i hw a h i

Figure 9
Some examples of recurrent correspondences / /↔/a/ and /h/↔/ in Mataco.

minimizing the number of independent losses, hence can be expected to bemore reliable
than e.g. distance-based methods that are intrinsically undirected.

5.5 Mataco analyzed separately

TheMataco languages consists of the four languagesNivaclé, Chorote,Maca, andWichí.
In total, only 65 cognate sets were found linking two or more of these languages. Like-
wise surprisingly, we did not find any alignment containing words of all four Mataco
languages. The most frequent combinations of languages attested were 18 alignments
with words fromWichí and Chorote, 13 covering Nivaclé and Maca, and 10 alignments
with Chorote and Maca words. All other combinations of languages only occurred in a
few cognate sets each. This low number of cognates sets between these languages leads
to unstable phylogenies. In addition, the cognate sets often contain just a few changes or
even no changes at all, further diminishing the probability to obtain a good phylogenetic
signal from the data.

From a linguistic point of view, there are verymany interesting and highly plausible
correspondences in the Mataco cognate sets. However, because there are so few cognate
sets, most of these noteworthy correspondences only occur once in the data, and often
only in a cognate set with words from just two languages. Two recurrent correspon-
dences are Nivaclé / / ↔ Maca /a/ and Wichí /h/ ↔ Maca / /, some examples of
which are shown in Figure 9.

Actually, most variation between homologous words in Mataco are detected in
alignments that compare only words from the same language (cf. the rightmost part
of Table 5). Most of these intra-language homologues have the same or at least very
similar meanings. For example, the insertion of a y in Chorote words with the same
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Meaning change

• ṣ̌apo
‣ Shipibo Conibo: light in weight
‣ Chacobo: to weave
‣ Cashibo, Yaminahua: cotton

• βiško
‣ Shipibo Conibo: wound
‣ Yaminahua: sling
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Conclusions

• Historical-comparative linguistics is a great 
method, though labour-intensive

• Automated procedures can help

• Controlling meaning change is possible, 
though produces still many false positives

• Regular sound changes are really difficult to 
find: most change seems to be non-regular


