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Dynamic Typology

• It is not the actual frequencies that matter

• It is the stable distribution that matters

• A stable distribution is a situation in which just 
as many languages change from A to B as 
change from B to A.

• The extent to which the actual is different 
from the stable situation signals an effect 
of history
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Estimating 
Transition Probabilities

• Are transitions probabilities measurable ?

• If yes: 
use group internal variation of groups



Groups of related 
languages
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probability of 
any change 
happening

= α· frequency (blue) + β

For groups of three languages:
α = 3· (pblue→red − pred→blue)

β = 3· pred→blue · (1 − pblue→red)

Elena Maslova’s proposal
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Evolved structure of language shows lineage-specific
trends in word-order universals
Michael Dunn1,2, Simon J. Greenhill3,4, Stephen C. Levinson1,2 & Russell D. Gray3

Languages vary widely but not without limit. The central goal of
linguistics is to describe the diversity of human languages and
explain the constraints on that diversity. Generative linguists fol-
lowing Chomsky have claimed that linguistic diversity must be
constrained by innate parameters that are set as a child learns a
language1,2. In contrast, other linguists following Greenberg have
claimed that there are statistical tendencies for co-occurrence of
traits reflecting universal systems biases3–5, rather than absolute
constraints or parametric variation. Here we use computational
phylogenetic methods to address the nature of constraints on
linguistic diversity in an evolutionary framework6. First, contrary
to the generative account of parameter setting, we show that the
evolution of only a few word-order features of languages are
strongly correlated. Second, contrary to the Greenbergian general-
izations, we show that most observed functional dependencies
between traits are lineage-specific rather than universal tendencies.
These findings support the view that—at least with respect to word
order—cultural evolution is the primary factor that determines
linguistic structure, with the current state of a linguistic system
shaping and constraining future states.

Human language is unique amongst animal communication sys-
tems not only for its structural complexity but also for its diversity at
every level of structure and meaning. There are about 7,000 extant
languages, some with just a dozen contrastive sounds, others with more
than 100, some with complex patterns of word formation, others with
simple words only, some with the verb at the beginning of the sentence,
some in the middle, and some at the end. Understanding this diversity
and the systematic constraints on it is the central goal of linguistics. The
generative approach to linguistic variation has held that linguistic
diversity can be explained by changes in parameter settings. Each of
these parameters controls a number of specific linguistic traits. For
example, the setting ‘heads first’ will cause a language both to place
verbs before objects (‘kick the ball’), and prepositions before nouns
(‘into the goal’)1,7. According to this account, language change occurs
when child learners simplify or regularize by choosing parameter set-
tings other than those of the parental generation. Across a few genera-
tions such changes might work through a population, effecting
language change across all the associated traits. Language change
should therefore be relatively fast, and the traits set by one parameter
must co-vary8.

In contrast, the statistical approach adopted by Greenbergian linguists
samples languages to find empirically co-occurring traits. These co-
occurring traits are expected to be statistical tendencies attributable to
universal cognitive or systems biases. Among the most robust of these
tendencies are the so-called ‘‘word-order universals’’3 linking the order
of elements in a clause. Dryer has tested these generalizations on a
worldwide sample of 625 languages and finds evidence for some of these
expected linkages between word orders9. According to Dryer’s reformu-
lation of the word-order universals, dominant verb–object ordering
correlates with prepositions, as well as relative clauses and genitives

after the noun, whereas dominant object–verb ordering predicts post-
positions, relative clauses and genitives before the noun4. One general
explanation for these observations is that languages tend to be consist-
ent (‘harmonic’) in their order of the most important element or ‘head’
of a phrase relative to its ‘complement’ or ‘modifier’3, and so if the verb
is first before its object, the adposition (here preposition) precedes the
noun, while if the verb is last after its object, the adposition follows the
noun (a ‘postposition’). Other functionally motivated explanations
emphasize consistent direction of branching within the syntactic struc-
ture of a sentence9 or information structure and processing efficiency5.

To demonstrate that these correlations reflect underlying cognitive
or systems biases, the languages must be sampled in a way that controls
for features linked only by direct inheritance from a common
ancestor10. However, efforts to obtain a statistically independent sample
of languages confront several practical problems. First, our knowledge
of language relationships is incomplete: specialists disagree about high-
level groupings of languages and many languages are only tentatively
assigned to language families. Second, a few large language families
contain the bulk of global linguistic variation, making sampling purely
from unrelated languages impractical. Some balance of related, unre-
lated and areally distributed languages has usually been aimed for in
practice11,12.

The approach we adopt here controls for shared inheritance by
examining correlation in the evolution of traits within well-established
family trees13. Drawing on the powerful methods developed in evolu-
tionary biology, we can then track correlated changes during the his-
torical processes of language evolution as languages split and diversify.
Large language families, a problem for the sampling method described
above, now become an essential resource, because they permit the
identification of coupling between character state changes over long time
periods. We selected four large language families for which quantitative
phylogenies are available: Austronesian (with about 1,268 languages14

and a time depth of about 5,200 years15), Indo-European (about 449
languages14, time depth of about 8,700 years16), Bantu (about 668 or
522 for Narrow Bantu17, time depth about 4,000 years18) and Uto-
Aztecan (about 61 languages19, time-depth about 5,000 years20).
Between them these language families encompass well over a third of
the world’s approximately 7,000 languages. We focused our analyses on
the ‘word-order universals’ because these are the most frequently cited
exemplary candidates for strongly correlated linguistic features, with
plausible motivations for interdependencies rooted in prominent formal
and functional theories of grammar.

To test the extent of functional dependencies between word-order
variables, we used a Bayesian phylogenetic method implemented in the
software BayesTraits21. For eight word-order features we compared
correlated and uncorrelated evolutionary models. Thus, for each pair
of features, we calculated the likelihood that the observed states of the
characters were the result of the two features evolving independently,
and compared this to the likelihood that the observed states were the
result of coupled evolutionary change. This likelihood calculation was

1Max Planck Institute for Psycholinguistics, Post Office Box 310, 6500 AH Nijmegen, The Netherlands. 2Donders Institute for Brain, Cognition and Behaviour, Radboud University Nijmegen, Kapittelweg 29,
6525 EN Nijmegen, The Netherlands. 3Department of Psychology, University of Auckland, Auckland 1142, New Zealand. 4Computational Evolution Group, University of Auckland, Auckland 1142, New
Zealand.
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Figure 1 | Two word-order features plotted onto maximum clade credibility
trees of the four language families. Squares represent order of adposition and
noun; circles represent order of verb and object. The tree sample underlying
this tree is generated from lexical data16,22. Blue-blue indicates postposition,

object–verb. Red-red indicates preposition, verb–object. Red-blue indicates
preposition, object–verb. Blue-red indicates postposition, verb–object. Black
indicates polymorphic states.
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Evolved structure of language shows lineage-specific
trends in word-order universals
Michael Dunn1,2, Simon J. Greenhill3,4, Stephen C. Levinson1,2 & Russell D. Gray3

Languages vary widely but not without limit. The central goal of
linguistics is to describe the diversity of human languages and
explain the constraints on that diversity. Generative linguists fol-
lowing Chomsky have claimed that linguistic diversity must be
constrained by innate parameters that are set as a child learns a
language1,2. In contrast, other linguists following Greenberg have
claimed that there are statistical tendencies for co-occurrence of
traits reflecting universal systems biases3–5, rather than absolute
constraints or parametric variation. Here we use computational
phylogenetic methods to address the nature of constraints on
linguistic diversity in an evolutionary framework6. First, contrary
to the generative account of parameter setting, we show that the
evolution of only a few word-order features of languages are
strongly correlated. Second, contrary to the Greenbergian general-
izations, we show that most observed functional dependencies
between traits are lineage-specific rather than universal tendencies.
These findings support the view that—at least with respect to word
order—cultural evolution is the primary factor that determines
linguistic structure, with the current state of a linguistic system
shaping and constraining future states.

Human language is unique amongst animal communication sys-
tems not only for its structural complexity but also for its diversity at
every level of structure and meaning. There are about 7,000 extant
languages, some with just a dozen contrastive sounds, others with more
than 100, some with complex patterns of word formation, others with
simple words only, some with the verb at the beginning of the sentence,
some in the middle, and some at the end. Understanding this diversity
and the systematic constraints on it is the central goal of linguistics. The
generative approach to linguistic variation has held that linguistic
diversity can be explained by changes in parameter settings. Each of
these parameters controls a number of specific linguistic traits. For
example, the setting ‘heads first’ will cause a language both to place
verbs before objects (‘kick the ball’), and prepositions before nouns
(‘into the goal’)1,7. According to this account, language change occurs
when child learners simplify or regularize by choosing parameter set-
tings other than those of the parental generation. Across a few genera-
tions such changes might work through a population, effecting
language change across all the associated traits. Language change
should therefore be relatively fast, and the traits set by one parameter
must co-vary8.

In contrast, the statistical approach adopted by Greenbergian linguists
samples languages to find empirically co-occurring traits. These co-
occurring traits are expected to be statistical tendencies attributable to
universal cognitive or systems biases. Among the most robust of these
tendencies are the so-called ‘‘word-order universals’’3 linking the order
of elements in a clause. Dryer has tested these generalizations on a
worldwide sample of 625 languages and finds evidence for some of these
expected linkages between word orders9. According to Dryer’s reformu-
lation of the word-order universals, dominant verb–object ordering
correlates with prepositions, as well as relative clauses and genitives

after the noun, whereas dominant object–verb ordering predicts post-
positions, relative clauses and genitives before the noun4. One general
explanation for these observations is that languages tend to be consist-
ent (‘harmonic’) in their order of the most important element or ‘head’
of a phrase relative to its ‘complement’ or ‘modifier’3, and so if the verb
is first before its object, the adposition (here preposition) precedes the
noun, while if the verb is last after its object, the adposition follows the
noun (a ‘postposition’). Other functionally motivated explanations
emphasize consistent direction of branching within the syntactic struc-
ture of a sentence9 or information structure and processing efficiency5.

To demonstrate that these correlations reflect underlying cognitive
or systems biases, the languages must be sampled in a way that controls
for features linked only by direct inheritance from a common
ancestor10. However, efforts to obtain a statistically independent sample
of languages confront several practical problems. First, our knowledge
of language relationships is incomplete: specialists disagree about high-
level groupings of languages and many languages are only tentatively
assigned to language families. Second, a few large language families
contain the bulk of global linguistic variation, making sampling purely
from unrelated languages impractical. Some balance of related, unre-
lated and areally distributed languages has usually been aimed for in
practice11,12.

The approach we adopt here controls for shared inheritance by
examining correlation in the evolution of traits within well-established
family trees13. Drawing on the powerful methods developed in evolu-
tionary biology, we can then track correlated changes during the his-
torical processes of language evolution as languages split and diversify.
Large language families, a problem for the sampling method described
above, now become an essential resource, because they permit the
identification of coupling between character state changes over long time
periods. We selected four large language families for which quantitative
phylogenies are available: Austronesian (with about 1,268 languages14

and a time depth of about 5,200 years15), Indo-European (about 449
languages14, time depth of about 8,700 years16), Bantu (about 668 or
522 for Narrow Bantu17, time depth about 4,000 years18) and Uto-
Aztecan (about 61 languages19, time-depth about 5,000 years20).
Between them these language families encompass well over a third of
the world’s approximately 7,000 languages. We focused our analyses on
the ‘word-order universals’ because these are the most frequently cited
exemplary candidates for strongly correlated linguistic features, with
plausible motivations for interdependencies rooted in prominent formal
and functional theories of grammar.

To test the extent of functional dependencies between word-order
variables, we used a Bayesian phylogenetic method implemented in the
software BayesTraits21. For eight word-order features we compared
correlated and uncorrelated evolutionary models. Thus, for each pair
of features, we calculated the likelihood that the observed states of the
characters were the result of the two features evolving independently,
and compared this to the likelihood that the observed states were the
result of coupled evolutionary change. This likelihood calculation was

1Max Planck Institute for Psycholinguistics, Post Office Box 310, 6500 AH Nijmegen, The Netherlands. 2Donders Institute for Brain, Cognition and Behaviour, Radboud University Nijmegen, Kapittelweg 29,
6525 EN Nijmegen, The Netherlands. 3Department of Psychology, University of Auckland, Auckland 1142, New Zealand. 4Computational Evolution Group, University of Auckland, Auckland 1142, New
Zealand.
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developed here could be used to explore the dependency relationships
between a wide range of linguistic features. Nearly all branches of
linguistic theory have predicted such dependencies. Here we have
examined the paradigm example (word-order universals) of the
Greenbergian approach, taken also by the Chomskyan approach as
‘‘descriptive generalizations that should be derived from principles of
UG [Universal Grammar]’’.1,27 What the current analyses unexpectedly
reveal is that systematic linkages of traits are likely to be the rare excep-
tion rather than the rule. Linguistic diversity does not seem to be tightly
constrained by universal cognitive factors specialized for language29.
Instead, it is the product of cultural evolution, canalized by the systems
that have evolved during diversification, so that future states lie in an
evolutionary landscape with channels and basins of attraction that are
specific to linguistic lineages.
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Köhler, R. & Piotrowski, R.) 554–578 (Mouton de Gruyter, 2005).
13. Pagel, M., Meade, A. & Barker, D. Bayesian estimation of ancestral character states

on phylogenies. Syst. Biol. 53, 673–684 (2004).
14. Gordon, R. G. J. Ethnologue: Languages of the World 15th edn (SIL International,

2005).
15. Gray, R. D., Drummond, A. J. & Greenhill, S. J. Language phylogenies reveal

expansion pulses andpauses inPacific settlement. Science 323, 479–483 (2009).

16. Gray,R. D. & Atkinson, Q. D. Language-tree divergence times support the Anatolian
theory of Indo-European origin. Nature 426, 435–439 (2003).

17. Guthrie, M. Comparative Bantu Vol. 2 (Gregg International, 1971).
18. Diamond, J. & Bellwood, P. Farmers and their languages: the first expansions.

Science 300, 597–603 (2003).
19. Campbell, L.American IndianLanguages:TheHistorical LinguisticsofNativeAmerica

133–138 (Oxford University Press, 1997).
20. Kemp, B. M. et al. Evaluating the farming/language dispersal hypothesis with

genetic variation exhibited by populations in the Southwest and Mesoamerica.
Proc. Natl Acad. Sci. USA 107, 6759–6764 (2010).

21. Pagel, M. & Meade, A. Bayesian analysis of correlated evolution of discrete
characters by reversible-jump Markov chain Monte Carlo. Am. Nat. 167, 808–825
(2006).

22. Dyen, I., Kruskal, J. B. & Black, P. An Indo-European classification, a lexicostatistical
experiment. Trans. Am. Phil. Soc. 82, 1–132 (1992).

23. Greenhill, S. J., Blust, R. & Gray, R. D. The Austronesian basic vocabulary database:
from bioinformatics to lexomics. Evol. Bioinform. 4, 271–283 (2008).

24. Holden, C. J. Bantu language trees reflect the spread of farming across sub-
Saharan Africa: a maximum-parsimony analysis. Proc. R. Soc. Lond. B 269,
793–799 (2002).

25. Haspelmath, M., Dryer, M. S., Gil, D. & Comrie, B. The World Atlas of Language
Structures Online (Max Planck Digital Library, 2008).

26. Raftery, A. Approximate Bayes factors and accounting for model uncertainty in
generalised linear models. Biometrika 83, 251–266 (1996).

27. Cela-Conde, C. & Marty, G. Noam Chomsky’s minimalist program and the
philosophy of mind. An interview. Syntax 1, 19–36 (1998).

28. Reesink, G., Singer, R. & Dunn, M. Explaining the linguistic diversity of Sahul using
population models. PLoS Biol. 7, e1000241 (2009).

29. Evans,N.&Levinson,S.C. Themythof language universals: languagediversity and
its importance for cognitive science. Behav. Brain Sci. 32, 429–492 (2009).

Supplementary Information is linked to the online version of the paper at
www.nature.com/nature.

Acknowledgements We thank M. Liberman for comments on our initial results and
F. Jordan and G. Reesink for comments on drafts of this paper. L. Campbell, J. Hill,
W. Miller and R. Ross provided and coded the Uto-Aztecan lexical data.

Author Contributions R.D.G. and M.D. conceived and designed the study. S.J.G., R.D.G.
and M.D.provided lexicaldataandphylogenetic trees.M.D. codedword-order data, and
conducted the phylogenetic comparative analyses with S.J.G. All authors were involved
in discussion and interpretation of the results. All authors contributed to the writing
with S.C.L. and M.D. having leading roles; M.D., R.D.G. and S.J.G. produced the
Supplementary Information.

Author Information Reprints and permissions information is available at
www.nature.com/reprints. The authors declare no competing financial interests.
Readers are welcome to comment on the online version of this article at
www.nature.com/nature. Correspondence and requests for materials should be
addressed to M.D. (michael.dunn@mpi.nl).

Postposition,
verb–object

Preposition,
object–verb

Preposition,
verb–object

Postposition,
object–verb

Postposition,
verb–object

Preposition,
object–verb

Preposition,
verb–object

Postposition,
object–verb

Austronesian Indo-European

Figure 3 | The transition probabilities between states leading to object–verb
and adposition–noun alignments in Austronesian and Indo-European.
Data were taken from the model most frequently selected in the analyses;
probability is indicated by line weight. The state pairs across the midline of each

figure (postposition, object–verb; and preposition, verb–object) are
Greenberg’s ‘harmonic’ or stable word orders. Nevertheless, each language
family shows tendencies for specific directions and probabilities of state
transitions.
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Peeking inside the 
typological black box

• Typological parameters are not static, 
it is actually possible to approach them 
dynamically

• The real scholarly debate should be 
about the validity of estimates of 
transition probabilities
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What is the goal of 
lexical comparison ?

• Producing new trees or other 
classifications is only of limited interest

• There are only two possible reactions:
‣ “We knew that all along”
‣ “That tree is wrong”

• More productive are explicit proposals of
‣ cognacy
‣ sound change
‣ meaning change
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Modeling Sound Similarities

• Manually specified 
(Kondrak 2002; Heeringa 2004)

• Hidden Markov Models
(Ristad & Yianilos 1997; Bhargava & Kondrak 2009)

• Regular multi-alignment
(Prokić 2010; Steiner, Stadler & Cysouw 2011)

• Bayesian inference
(Prokić 2010)

• Investigating almost identical words
(Holman, Brown & Wichmann 2011)



Graphemic Normalization

• Widespread idea: 
“Convert everything into IPA”

• IPA is just another orthography !
(only approximation of sound)

• Still: sound-based normalization is practical 
(but there are strong differences !)

• But: can we do without ?



Graphemic parsing

• Unicode normalization
ṍ vs. o   ̃   ́

• Orthographic parsing
(separate orthographic units as used in the 
source: “graphemes”)

• Orthographic normalization
(research specific!)



Graphemic parsing

• Code points	

 (7) 	

 t  	

s   ʰ  o    ̃    ́  :

• Characters	

 	

 (4) 	

 t  	

sʰ   ṍ   :

• Graphemes	

	

 (2) 	

 tsʰ   ṍ:



‘bag of symbol” approach

mínʲéékʰɯɯ́

ɯ
ɯ́

kʰ
é

nʲ

í

m

(1-grams)



Bora Muinane

down ʧɨ́nʲe, paári báari, gíino

bee íímɯ́ʔóexpʰi, téʔtsʰipa nɨ́ɨ́bɨri, mɨ́ɨbɨriʔɨ

sharp tsʰɯ́ʔxi ̵βáne sɨ́ɨ́xéβano

… … …



Cross-script mapping

E F freq dice
ar ar 21 1
in in 26 1
on on 22 1
an an 22 1
m m 80 0.92786
n n 188 0.92161
c c 120 0.91815
p p 78 0.91798
r r 277 0.91665
f f 35 0.90647
l l 132 0.90534
v v 26 0.90346
t t 165 0.8719
b b 44 0.86301
s s 126 0.85915
d d 66 0.82913
o o 192 0.82325
e e 417 0.81479
a a 229 0.81367
g g 34 0.79683
h h 53 0.7856
i i 183 0.75961
u u 94 0.69546
...

...
...

...

Table 5: Best English (E) and French (F) multi-gram
mappings after 30 iterations.

The character-independence of our method is il-
lustrated by the character mapping between English
and Russian in Table 6. Shown in the table are only
the highest ranked orthographic mappings. Again
we see an almost complete alphabetic linkage, prob-
ably caused by the French loanwords shared by both
English and Russian.
With this approach, we are also able to find some

vestiges of sound changes, as illustrated by the char-
acter mapping between Spanish and Portuguese in
Table 7. Shown here are only the highest ranked
non-identical multi-grams. The dice coefficients of
the pairs ⇥h⇤�⇥ll⇤, ⇥f⇤�⇥h⇤ show the results of sound
changes that were dramatically enough to be repre-
sented in the orthography. The pairs ⇥ç⇤ � ⇥z⇤ and
⇥n⇤�⇥ñ⇤ show difference in orthographic convention
(though the best pair should have been ⇥nh⇤ � ⇥ñ⇤).
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Figure 1: Histogram of dice-coefficients for
English-French multi-gram mappings.

E R freq dice
r r 184 0.88874745
n n 115 0.8461936
l l 104 0.79646295
s s 114 0.7927922
t t 165 0.7701921
m m 47 0.7699933
o o 184 0.7510106
k t⌘ 21 0.74458015
p p 50 0.7388723
i i 102 0.7034591
a a 221 0.6866478
u u 40 0.6449104
c k 77 0.6251676
e e 219 0.59066784
b b 32 0.525643
w v 46 0.46787763
d d 42 0.381996
...

...
...

...

Table 6: Best English (E) and Russian (R) multi-
gram mappings after 30 iterations.
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‘bag of symbol” approach

mínʲéékʰɯɯ́

ɯɯ́
kʰɯ

ékʰ
éé

nʲé

ínʲ

mí

(2-grams)



Bora Muinane Bora Muinane Bora Muinane

#k #kʰ #i #i #n #n

kɨ kʰɯ #a #a #m #m

se tsʰɨ di ti mɨ mɯ

xe xɨ du to nɨ nɯ

ga kʷa #d #t us tsʰɨ

ba pa #s #tsʰ #t #tʰ

#b #p gi ʧi ɨg ɯkʷ

e# ɨ# ni ni #ɸ #pʰ



Using bigram matching

• Bora ‘two’: 	

	

 	

 mínʲéékʰɯɯ́

• Muinane ‘two’:	

	

 míínokɨ



#m mi ii in no ok kɨ ɨ#

#m 22 3 2 2 2 2 2 2

mi 4 12 2 2 5 1 1 1

inʲ 2 1 5 9 3 1 1 2

nʲe 1 1 5 5 4 1 1 2

ee 3 3 3 3 6 2 2 2

ekʰ 1 2 1 1 4 2 3 2

kʰɯ 2 2 2 2 2 1 23 2

ɯɯ 2 2 3 3 2 2 4 4

ɯ# 2 2 3 2 3 1 3 4



#m mi ii in no ok kɨ ɨ#

#m 22 3 2 2 2 2 2 2

mi 4 12 2 2 5 1 1 1

inʲ 2 1 5 9 3 1 1 2

nʲe 1 1 5 5 4 1 1 2

ee 3 3 3 3 6 2 2 2

ekʰ 1 2 1 1 4 2 3 2

kʰɯ 2 2 2 2 2 1 23 2

ɯɯ 2 2 3 3 2 2 4 4

ɯ# 2 2 3 2 3 1 3 4



Bora Muinane

down ʧɨ́nʲe, paári báari, gíino

bee íímɯ́ʔóexpʰi, téʔtsʰipa nɨ́ɨ́bɨri, mɨ́ɨbɨriʔɨ

sharp tsʰɯ́ʔxi ̵βáne sɨ́ɨ́xéβano

… … …



Bora Muinane

down ʧɨ́nʲe, paári báari, gíino

bee íímɯ́ʔóexpʰi, téʔtsʰipa nɨ́ɨ́bɨri, mɨ́ɨbɨriʔɨ

sharp tsʰɯ́ʔxi̵βáne sɨ́ɨ́xéβano

… … …



Inside the lexical black box

• Grapheme correspondences are relatively 
easy to approximate

• Use them to propose hypotheses about 
cognacy and sound correspondences

• Cognacy and sound correspondences can 
be fruitfully discussed


